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The success of Large Language Models (LLMs) can be attributed to the emergent behavior: in-context learning.
n In-context learning: A frozen LM performs a task only by conditioning on the prompt text.
n Few-shot Demonstration: A few sentences consist of a list of input-output pairs that demonstrate a task.
n What can in-context learning do? On many NLP benchmarks, in-context learning is competitive with 

supervised models and is state-of-the-art on sentence completion and question answering competitions.

Background
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Can we always trust LLM’s prediction despite the success of in-context learning?
u From input data’s perspective, we may use inappropriate or insufficient few-shot demonstrations. 

u From the model’s perspective, the model configurations or hyperparameter setting are also uncertain.

Uncertainty of In-context Learning

Classify the sentiment in the following text based on following 
categories: [0: Sadness; 1: Joy, 2: Love; 3: Anger; 4: Fear].
Example #1: I didn’t feel humiliated // 0: Sadness
Example #2: I’ve been feeling a little burdened // 0: Sadness
Example #3: I feel low energy I’m just thirsty // 0: Sadness

Test: I have the feeling she was amused and delighted
LLM Prediction: [2: Love]
Ground Truth: [1: Joy]

❌

Various Decoding Methods

Various Hyperparameter Settings
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u Existing methods tend to view the uncertainty as a whole value; however, it would make more 
sense to view both uncertainties individually. 

u Decomposing uncertainties into distinct aleatoric and epistemic components is essential for 
informed decision-making when using LLMs.

Existing Works
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u From the Bayesian view, LLM uses the in-context learning prompt to “locate” a previously learned 
concept to do the in-context learning task.

u The predictive total uncertainty of LLMs
can then be denoted as:

Problem Formulation

Task
Output

𝑇-shot
demos

Latent 
concept

Data 
Uncertainty

Model 
Uncertainty
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u Let 𝐻(𝒚|𝒙!:#) be the entropy of a probability distribution that entangles both types of uncertainties.
u We typically have access only to a deterministic set of parameters denoted by Θ. We condition the 

equation on a specific realization of this parameter set, yielding

u The expected value of this entropy under different demonstration sets is then                               , 
which serves as a metric to quantify the epistemic uncertainty in coming from different 𝑧.

u The aleatoric uncertainty can subsequently be calculated as the discrepancy between the total 
uncertainty and the aleatoric uncertainty.

Entropy-based Uncertainty Decomposition

The number of different demonstrationsThe number of different
model configurations
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u In practice, the entropy is still hard to calculate due to following reasons.
1. LLMs may not always be able to return feasible answers, i.e., the generation does not contain desired predictions.
2. Not all tokens in the generated sequences are semantically equal, e.g., ‘ ’ and ‘-’.
3. The length of generated sequences are not always the same.

u We propose a novel way to estimate the 
uncertainty given the distributions of 
the generated tokens 𝑝(𝑦#)
1. Generating 𝑀 sequences based on a

set of 𝑥!:#$!
2. Selecting token(s) 𝜔%

&! that directly answers
the question.

3. Aggregating the token probabilities of 𝑀
sequences as a distribution of predicted labels.

4. Iterating the process 𝐿 times with different
demonstration sets and form a probability
matrix 

Entropy Approximation
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u Evaluation: We leverage Area under Precision-Recall Curve (AUPR) and AUROC (ROC) based on the 
accuracy of the prediction and the quantified uncertainty scores. 

u Tasks: we select three representative natural language understanding tasks.
n Sentiment Analysis: 1) Emotion: 6-way classification; 2) Financial Phrasebank: 3-way classification; 3) 

Stanford Sentiment Treebank v2 (SST-2): binary classification.
n Linguistic Acceptability: The Corpus of Linguistic Acceptability (COLA): binary classification
n Topic Classification: AG_News: 4-way classification.

u We consider beam search (beam width = 10) to sample different model outputs. In this work, we 
sample four sets of demonstrations with two demonstration selection strategies: 
n 1) Randomly selecting a given number of training samples from the training data
n 2) Selecting 𝑘 samples per class from the training data

Experiment Setup
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Quantitative Analysis
We first compare different methods in assessing the 
misclassification samples, where misclassified 
samples should have a higher uncertainty score.

1. As shown in the table, our uncertainty 
decomposition (EU and AU) can serve as better 
indicators to identify misclassified samples. 

2. Class sampling strategy can yield better 
performance across all datasets than random 
demonstration sampling.

3. Larger models (moving from 7B to 70B) tend to 
have better performance.

4. Treating all tokens equally can be harmful in 
uncertainty quantification.
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Generalization Capability
We evaluate the performance of misclassification 
rate using two backbone LLMs: OPT-13B and 
LLAMA-2-13B on EMOTION dataset.

1. Our method exhibits consistent trends across 
different LLMs, where the PR curve of both 
uncertainties ((a) and (b)) between the two 
methods are almost identical.

2. The ROC curves of different LLMs ((c) and (d)) 
show a similar pattern, with the AUC scores not 
deviating significantly.

3. Since LLAMA-2-13B is a more powerful LLM than 
OPT-13B, our method can quantify that EU of 
LLAMA-2-13B (AUROC = 0.59) is better
than OPT-13B (AUROC = 0.55). 
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Out-of-domain (OOD) Demonstration Detection

We conduct OOD detection on the EMOTION dataset: 
1. In-domain demonstrations (sampled from its 

training set)
2. Relevant demonstrations (sampled from Finance 

Phrasebank, a three-class sentiment analysis task)
3. OOD demonstrations (sampled from COLA binary 

classification dataset)

As shown in Table 2, compared to the state-of-the-art 
Semantic Uncertainty and the AU, the EU demonstrates 
the best indicator to detect both less relevant and OOD 
demonstrations.

OOD demonstration refers to coupling a test 
instance with less relevant or OOD demonstrations, 
potentially leading the model to be misled 
and handle the test instance unreliably.
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Semantic Out-of-distribution Detection

Semantic out-of-distribution (SOOD) detection
refers to distinguishing test samples with 
semantic shifts from the given demonstrations 
and the prompt.

In this study, we mask out a few classes and ask LLMs to 
classify test samples into the rest of the classes. The he 
method is expected to return a higher uncertainty score 
of SOOD test samples.

u We mask two classes [1: sadness; 2: anger] from the 
EMOTION dataset and ask LLM to categorize 
samples into the rest classes. SOOD samples are 
labeled as 1 and other samples are labeled as 0. 

u EU still performs the best as a better indicator to 
recognize SOOD samples across various model sizes.

u Given the inappropriate task description and 
demonstrations, AU may not necessarily perform 
better in the presence of SOOD samples. 
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Case Study

u For 7B model, by presenting LLMs 
with more diverse demonstrations 
(containing both positive and 
negative sentences), the results 
would be more diverse between 
different beam search returned 
sequences, leading to a relatively 
higher AU than EU. 

u For 70B model, with a larger 
model capability, both EU and AU 
are significantly reduced, which 
indicates the model is more 
confident in the generated output 
and the variation of data may not 
influence much to the prediction.
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u This work provide a novel approach to decompose the predictive uncertainty into 
its aleatoric and epistemic perspectives from the Bayesian perspective.

uA novel approximation method to quantify different uncertainties based on the 
decomposition is also proposed.

u Extensive experiments , including quantitative analysis, generalization analysis, and 
case studies, are conducted to verify the effectiveness and better performance of 
the proposed method than others.

Conclusion




