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Background
§ Influence Maximization (IM) aims at 

selecting a subset of users to maximize the 
spread of information in the network.

§ Traditional IM solutions requires explicit 
information diffusion model (e.g., 
Independent Cascade) as model input, 
which limiting the real-world usage.
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Background
§ Influence Maximization (IM) aims at 

selecting a subset of users to maximize the 
spread of information in the network.

§ Learning-based IM solutions improve their 
solution generalization ability but also bring:
§ Effectively and efficiently optimizing the 

objective function.
§ Automatically identifying and modeling the 

actual diffusion process.
§ Adapting solutions to various node-centrality-

constrained IM problems.
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DeepIM – Basic Notations

§ The seed node set is defined over 𝑉 as 𝒙 = 0, 1 |"|, 𝑥# = 1 or 0 denotes seed node or not.

§ The total number of infected nodes is denoted as              .

§ IM aims at selecting !𝒙 = argmax
𝒙 "#

𝑀(𝒙, 𝐺; 𝜃), where 𝑦 = 𝑀(⋅) denotes a diffusion estimation function.



DeepIM – Learning Probability over Seed Sets

§ The seed node set is defined over 𝑉 as 𝒙 = 0, 1 |"|, 𝑥# = 1 or 0 denotes seed node or not.

§ The total number of infected nodes is denoted as              .

§ IM aims at selecting !𝒙 = argmax
𝒙 "#

𝑀(𝒙, 𝐺; 𝜃), where 𝑦 = 𝑀(⋅) denotes a diffusion estimation function.

§ To build an effective and efficient objective function:
→ Characterize the probability of the seed node set 𝑝(𝒙) over 𝒙 given the graph G.



DeepIM – Learning End-to-end Diffusion Model

§ The seed node set is defined over 𝑉 as 𝒙 = 0, 1 |"|, 𝑥# = 1 or 0 denotes seed node or not.

§ The total number of infected nodes is denoted as              .

§ IM aims at selecting !𝒙 = argmax
𝒙 "#

𝑀(𝒙, 𝐺; 𝜃), where 𝑦 = 𝑀(⋅) denotes a diffusion estimation function.

§ To make the diffusion model applicable in various real-world diffusion scenarios:
→ Design an end-to-end GNN-based diffusion estimation model 𝑀(⋅) with theoretical (i.e., monotonicity) 
guarantee. 



DeepIM – Knowledge Distillation Module

§ The seed node set is defined over 𝑉 as 𝒙 = 0, 1 |"|, 𝑥# = 1 or 0 denotes seed node or not.

§ The total number of infected nodes is denoted as              .

§ IM aims at selecting !𝒙 = argmax
𝒙 "#

𝑀(𝒙, 𝐺; 𝜃), where 𝑦 = 𝑀(⋅) denotes a diffusion estimation function.

§ To improve the efficiency in the influence estimation stage:
→ Design a knowledge distillation module 𝑀!(⋅) based on MLP structure that can estimate influence directly 
from the latent variable 𝑧.



DeepIM – Training Objective

§ The seed node set is defined over 𝑉 as 𝒙 = 0, 1 |"|, 𝑥# = 1 or 0 denotes seed node or not.

§ The total number of infected nodes is denoted as              .

§ IM aims at selecting !𝒙 = argmax
𝒙 "#

𝑀(𝒙, 𝐺; 𝜃), where 𝑦 = 𝑀(⋅) denotes a diffusion estimation function.

§ Final Objective Function for jointly training three components:

GNN-based influence 
Estimation Model 

(Efficacy)

MLP-based influence 
Estimation Model 

(Efficiency)

Seed Node Set Probability 
Quantification



DeepIM – Iterative Optimization for Seed Set Inference

§ We propose to search the optimal seed node set !𝒙 in the lower-dimensional latent space 
𝑝(𝑧) by iteratively optimizing the latent variable 𝑧 sampled from 𝑝(𝑧).

§ We further want to adapt our solution to different IM Variants with Node Centrality 
Constraints (e.g., there is a budget associated on each node).



Experiment

1. The primary purpose is to evaluate the number 
of influence spread 𝑦.

2. We compare to both traditional and learning-
based IM solutions.

3. Both variants of DeepIM surpass other methods 
under Linear Threshold and Independent 
Cascade diffusion patterns.



Visualization
Red:  Infected Nodes
Blue: Selected Seeds
Grey: Uninfected Nodes



Key Takeaways
§ A novel solution to tackle IM problem with generatively characterize the complex 

nature of the seed node set.

§ An end-to-end way to jointly model the latent diffusion pattern without the need of 
prescribed diffusion model.

§ A novel objective function that can be coupled with multiple node-centrality-based 
constraints for seed node set inference.
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